
Differentiation of CC vs CXC Chemokine Dimers with GAG
Octasaccharide Binding Partners: An Ion Mobility Mass Spectrometry
Approach
Youjin Seo,† Armann Andaya,† Christian Bleiholder,‡ and Julie A. Leary*,†

†Departments of Chemistry and Molecular and Cellular Biology, University of California, Davis, California 95616, United States
‡Department of Chemistry and Biochemistry, University of California, Santa Barbara, California 93106, United States

*S Supporting Information

ABSTRACT: Chemokines, 8 kDa proteins implicated in
leukocyte migration via oligomerization, bind to glycosamino-
glycans (GAGs) during the inflammation response as a means
to regulate chemokine migration. Structural characterization of
chemokines non-covalently bound to GAGs provides physio-
logically meaningful data in regard to routine inmmunosur-
veillance and disease response. In order to analyze the
structures resulting from the GAG:chemokine interaction, we
employed ion mobility mass spectrometry (IMMS) to analyze
monocyte chemoattractant protein‑1 (MCP‑1), a CC chemo-
kine, and interleukin‑8 (IL‑8), a CXC chemokine, along with
their individual interactions with GAG heparin octasaccharides.
We show that MCP‑1 and IL‑8 are physiologically present as a
dimer, with MCP‑1 having two variants of its dimeric form and IL‑8 having only one. We also show that the MCP‑1 dimer
adopts two conformations, one extended and one compact, when bound to a dodecasulfated heparin octasaccharide. Binding of
MCP‑1 to heparin octasaccharide isomers of varying sulfation patterns results in similar arrival time distribution values, which
suggests minimal distinguishing features among the resultant complexes. Additionally, tandem mass spectrometry (MS/MS)
showed that the binding of MCP‑1 to a heparin octasaccharide has different dissociation patterns when compared with the
corresponding IL‑8 bound dimer. Overall, IMMS and MS/MS were used to better define the structural tendencies and
differences associated with CC and CXC dimers when associated with GAG octasaccharides.

■ INTRODUCTION

Structural characterization of protein−carbohydrate interac-
tions helps to advance the overall understanding of how these
biomolecular complexes function physiologically during in-
flammation, cell growth, cell adhesion, and immune defense.1−3

Investigations into the structural aspects of protein−carbohy-
drate interactions will likely lead to a better design of targeted
therapies for diseases implicated when carbohydrates bind to
proteins.4−7 In addition, conformational changes resulting from
the interactions between proteins and carbohydrates are
important for understanding biological functionality within
the cellular matrix.
To assess protein−carbohydrate complexes, standard meth-

ods have relied on analytical techniques such as FTIR, NMR,
X-ray crystallography, and surface plasmon resonance imag-
ing.8−11 Despite their widespread use, these classic structural
analysis methodologies are significantly challenged when
investigating protein−carbohydrate complexes due to the
need for large sample quantities, long analysis times, and
carbohydrate heterogeneity. Currently, ion mobility mass
spectrometry (IMMS) is emerging as a highly sensitive
analytical technique capable of characterizing biomolecular

complexes.12−18 IMMS has successfully been used to
structurally characterize small molecules, proteins, and their
complexes on the basis of their arrival time distributions
(ATDs) with subsequent calculation of collision cross sections
(CCSs).19−21 IMMS has been applied to the study of protein
assemblies, structural stability, and distinct structural diversity
of proteins and their complexes.18−26 To this end, exper-
imentally measured CCSs are comprehensively evaluated by
comparison to theoretical CCS values as predicted for
candidate structures (derived from X-ray, NMR, or modeling
techniques) by computational algorithms. These include the
projection approximation (PA),27 exact hard-sphere scattering
(EHSS),28 trajectory,29 and, more recently, projected super-
position approximation (PSA) algorithms.30−32

Herein, we employ nano-electrospray ionization (nanoESI)
coupled with quadrupole traveling wave ion mobility time-of-
flight mass spectrometry (IM-TOF‑MS) to analyze various
conformations of chemokine−heparin complexes suspected of
possessing different binding interfaces.
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Chemokine−heparin complexes have been shown to affect
the cellular migration of leukocytes, which impacts the overall
process of leukocyte activationan essential step in the
immune response pathway.33,34 These 8−12 kDa proteins,
consisting of 70−130 amino acids, maintain an equilibrium of
25% monomer and 75% oligomers (dimer, trimer, and/or
tetramer) under normal physiological conditions. They have
been implicated in autoimmune, respiratory, and other
inflammatory immune responses. Chemokines, commonly
classified into CC, CXC, C, or CXC3 according to their N-
terminal sequence patterns, are highly basic proteins that
inherently bind to negatively charged carbohydrates such as
heparin, a member of the glycosaminoglycan (GAG) family of
anionic polysaccharides.35−37 Whether a chemokine is classified
as CC or CXC appears to affect the dimer interface for the
multimeric forms.38 Heparin, a highly sulfated, linear, and
heterogeneous polysaccharide, is found in the granules of mast
cells and granulated cells.1,39 The interaction between chemo-
kines and heparin is responsible for in vivo and in vitro activity
and is essential for regulating chemokine oligomerization, cell
migration, and cellular recruitment.38,40,41 Thus, it is important
to determine if and/or how GAG binding affects the overall
conformation of the complex.
Herein we investigate the structural features of monocyte

chemoattractant protein‑1 (MCP‑1, CCL2) and interleukin‑8
(IL‑8, CXCL8), members of the CC and CXC chemokine
families, respectively. Previous studies have used NMR
spectroscopy, docking, and molecular dynamics (MD) to assess
the conformations resulting from chemokine binding to GAG.
The conformational differences between the two chemokines
and those resulting from GAG binding are still ambiguous,
while the essential residues for this binding have been identified
for both MCP‑1 and IL‑8.42−44 We use IMMS to specifically
investigate the structural aspects of MCP‑1 and IL‑8 with and
without heparin octasaccharides. Additionally, we vary both the
degree and extent of sulfation on heparin octasaccharides and
thus identify how these changes alter the chemokine−GAG
assembly. Our results indicate that, under physiological
conditions, both MCP‑1 and IL‑8 homodimerize; however,
the CCSs reveal that the MCP‑1 dimer adopts a more open or
extended conformation than the IL‑8 dimer. Additionally, when
the MCP‑1 dimer binds to dodecasulfated heparin octasac-
charide, the resulting complex generates an even more compact
conformation than the free dimer. This is in contrast to the
ensuing structure of IL‑8. Overall, our results suggest that fully
sulfated GAGs cause a greater overall change in structure when
binding to CC rather than CXC chemokines.

■ EXPERIMENTAL SECTION
Preparation of Chemokine, Heparin Octasaccharide, and

Chemokine−Heparin Octasaccharide Complexes. Heparin
octasaccharide was purchased from V-labs, Inc. (Covington, LA).
Interleukin‑8 was purchased from Abcam (San Francisco, CA).
Myoglobin was purchased from Sigma-Aldrich Corp. (St, Louis,
MO). The IonPac AS7 anion-exchange column was purchased from
Dionex (Sunnyvale, CA). All solvents were of HPLC grade and
purchased from Sigma-Aldrich Corp.
Monocyte chemokine attractant‑1 (MCP‑1) was expressed, isolated,

and purified as described previously.15 A 400 μM concentration of the
chemokine was buffer-exchanged into 100 mM ammonium acetate
(NH4OAc), pH 6.8, using Bio-Gel P-6 (Bio-Rad, Hercules, CA).
Heparin octasaccharide libraries with different sulfation patterns were
prepared by chemical reactions as previously described (see Figure 1,
below).45 Briefly, the dodecasulfated heparin octasaccharide library

was applied to a Dowex 50W (X‑8, H+, 20−50 mesh) spin column
with pyridine to obtain pyridinium salt forms. To prepare the N-
desulfated heparin octasaccharide library, the pyridinium heparin
octasaccharide library was reacted with dimethyl sulfoxide/water (95:5
v/v) at 50 °C for 24 h. To prepare the 6,O-desulfated heparin
octasaccharide library, the pyridinium heparin octasaccharide library
was reacted with N-methylpyrrolidinone/water (90:10 v/v) at 90 °C
for 3 h, and then trimethylamine/sulfur trioxide (SO3) and sodium
carbonate were added. To prepare the 2,O-desulfated heparin
octasaccharide library, the dodecasulfated heparin octasaccharide
library was dissolved in 0.2 M NaOH, frozen, and lyophilized. The
lyophilized powder was dissolved in water and adjusted to pH 7 with
10% acetic acid. All heparin octasaccharide libraries were separated by
strong anion-exchange chromatography through the IonPac AS7
column (4.00 × 250 mm) with a linear gradient elution in order to
obtain the desired species. The fractions were desalted using a 1 kDa
molecular weight cutoff Dispo-Biodialyzer (The Nest Group Inc.,
Southborough, MA). Concentrations of purified chemokines and
heparin octasaccharides were determined by nanoUV spectropho-
tometry at 232 and 280 nm, respectively (Thermo Fisher Scientific,
Wilmington, DE). Chemokine−heparin octasaccharide complexes
were prepared at a 1:1 concentration ratio of chemokine to heparin
in 100 mM NH4OAc, pH 6.8.

Ion Mobility Mass Spectrometry and Calibration Curve
Calculations for Collision Cross Section Measurements. IMMS
analysis was performed on the SYNAPT G2 HDMS system (Waters
Corp., Milford, MA) with nanoESI. The G2 parameters were set as
follows to allow optimal maintenance of the native conformations:
capillary voltage, 0.8−0.9 kV; sample and extraction cone voltages, 5
and 1 V, respectively; trap and transfer collision energies, 5.0 and 0.0
V, respectively. Additional parameters: trap direct current (dc) bias, 35
V; trap cell gas (Ar) flow, 2.5 mL/min; and IM cell gas (N2) flow, 90
mL/min. For optimal ion separation, the traveling wave velocity and
pulse height were set at 108 m/s and 10.3 V, respectively, and the
helium cell flow set was to 180 mL/min. To obtain the CCSs of
chemokines and chemokine−heparin octasaccharide complexes, a
calibration curve was constructed using myoglobin at a concentration
of 0.1 mg/mL in MeOH/H2O (1:1 v/v) with 1% formic acid. CCS
calculations were performed using the absolute CCS of myoglobin
obtained at the various charge states as previously described.46−48 The
CCS was determined by the formula derived from the calibration curve
using a power fit equation and then corrected for charge state and
reduced mass:

= =Y X R870.42 where 0.990.1097 2

where Y is the corrected CCS and X is the corrected arrival time of
myoglobin.

To compare with experimental CCS measurements of chemokines,
theoretical CCSs were estimated from PA and EHSS methods in a
modified version of the MOBCAL program.28,29 Additional compar-
isons were made with a newer theoretical calculation algorithm,
PSA.30−32 PDB files 1DOM and 1IL8 for MPC‑1 dimer and IL‑8
dimer, respectively, were obtained from the RCSB Protein Data
Bank.49

Molecular Dynamics Calculations. MD calculations were
performed using the Amber03 force field50,51 starting from NMR
structures deposited in the PDB (entries 1DOM and 1IL8). The
SHAKE algorithm52 was applied to constrain all bonds connecting
hydrogen atoms, and the simulation time step was set to 2 ps. The
temperature was kept at 300 K by Langevin dynamics with a collision
frequency of 1 ps−1.

Projected Superposition Approximation. The PSA model30−32

computes molecular CCSs σPSA(T) as a PA modified for the collective
size and shape effects. These collective effects are accounted for in the
PSA model by a superposition of atomic collision probabilities, pj(T,x),
on a plane perpendicular to the axis of projection and a shape factor
ρ(T), respectively:
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Both the atomic collision probabilities and the shape factor are, in
general, temperature dependent. The shape factor, ρ(T), for a specific
molecule is evaluated using the relationship

ρ = A A/mol ce (2)

where the areas for the molecular surface Amol and the convex envelope
Ace are evaluated numerically for the molecule of interest. To this end,
the molecular surface53 is first generated numerically by alpha shape
theory.54−56 The resulting molecular surface is a triangulated mesh,
which is then reduced in complexity by an edge-collapse algorithm57

that reduces the number of vertices and edges of the molecular surface
to a set fraction of the original mesh. The reduced triangulated mesh is
then used to compute the convex envelope by the QuickHull
algorithm.58 The value of the molecular surface area Amol is then
corrected for those patches on the surface that are invisible to the
buffer gas (see ref 30 for the numerical details). The rationale for this
correction is that hidden parts of the molecular surface do not undergo
collisions with the buffer gas and thus effectively do not contribute to
the CCS. The atomic collision probability pj(T,x) for a hit between a
randomly chosen point at position x on the plane perpendicular to the
projection axis with an analyte atom placed at position Rj was
defined30 as
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The functional form of pj(T,x) accounts for the fact that the
probability of a hit between the analyte and the buffer gas decreases
with increasing temperature T and distance x = |x − Rj| of point x from
the atomic center Rj. The parameters rLJ and εLJ define the atom−atom
collision integrals qj,coll.

59 Any point that satisfies x = |x − Rj| < qj,coll is
considered a collision. Points with x > qj,coll are no longer considered a
sure collision. Instead, the PSA model assumes that the probability for
a collision decays exponentially with increasing distance x, defined by
the parameters α, k1, k2, l1, and l2. In general, the collision probability
for x > qj,coll depends on the temperature T of the measurements (see
eq 3). Atomic collision probabilities can be different for each element;
consequently, seven parameters, rLJ, εLJ, α, k1, k2, l1, and l2, were
recently fitted for different elements based on experimental cross
sections for several small organic and inorganic compounds.31 PSA
calculations carried out in this work are based on this parameter set.

■ RESULTS AND DISCUSSION
Mass Spectrometry and Ion Mobility Mass Spectrom-

etry Analysis of MCP‑1 and MCP‑1 Dodecasulfated
Heparin Octasaccharide Complexes. MCP‑1 was subjected
to nanoESI-quadrupole-IM-TOF‑MS and was observed as both
a monomer with 4+, 5+, and 6+ charge state distributions and a
dimer with 9+ and 8+ charge state distributions (Figure 1). The
presence of both monomer and dimer mirrors what is observed
under physiological conditions.38 Mass spectrometric analysis
of MCP‑1 bound to dodecasulfated heparin octasaccharide
([DP8(SO3)12]) revealed one [DP8(SO3)12] bound to the
MCP‑1 dimer ((MCP‑1)2) at the 8+ and 9+ charge states.
Observation of [DP8(SO3)12] with preferential binding to a
dimer and not a monomer further validates MCP‑1
oligomerization as a necessary step to induce MCP‑1 activity.40

When compared to heparin free dimer, the (MCP‑1)2:

[DP8(SO3)12] complexes showed little difference in their
charge state distributions. To further investigate the effect of
[DP8(SO3)12] binding on MCP‑1’s charge states, MCP‑1 and
its complexes were infused using nanoESI under negative ion
detection. Both species exist as dimer complexes at the 7−
charge state (Figure S1). Thus, the highly negative charges
inherent in [DP8(SO3)12] have a minimal impact on the overall
charge of MCP‑1−heparin octasaccharide complexes.
After observation of heparin’s effect on the charge state of

MCP‑1, the conformation of MCP‑1 and MCP‑1:[DP8-
(SO3)12] complexes was investigated using IMMS. The ATDs
of free MCP‑1 dimer and dimer bound to [DP8(SO3)12] were
measured. The ATDs of (MCP‑1)2 and (MCP‑1)2:[DP8-
(SO3)12] were obtained for the 9+ charge state (Figure 2). Two
arrival times for the free (MCP‑1)2 were observed, one at 9.76
± 0.06 ms and a second, more predominant ion population at
12.1 ± 0.06 ms. The presence of two conformations for the
(MCP‑1)2 may reflect its innate flexible N-terminal region,
previously shown by structural studies as divergent dimer
structures.44 The arrival times of (MCP‑1)2:[DP8(SO3)12]
were 10.4 ± 0.06 and 12.2 ± 0.06 ms for the major and minor
ion populations, respectively, and ion population areas for free
and complexed MCP‑1 were 39.3% and 61.3%, respectively
(Table 1). The (MCP‑1)2:[DP8(SO3)12] complex maintains its
compact conformation, with an increase of 22% compared to
that of (MCP‑1)2 alone (Figure 2). This observation suggests
that the [DP8(SO3)12] preferentially binds to a more compact

Figure 1. Mass spectra of (a) 20 μM MCP‑1 and (b) 20 μM MCP‑1:
[DP8(SO3)12] complex dissolved in 100 mM NH4OAc, pH 6.8.
MCP‑1 and (MPC‑1)2 denote the monomer and dimer forms,
respectively. [DP8(SO3)12] represents the dodecasulfated heparin
octasaccharide shown in Figure 3.
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conformation of (MCP‑1)2, which results in an overall increase
of the compact ion population. Our finding also suggests that
[DP8(SO3)12] may promote compact complex formation and/
or constrain the inherent floppiness of the N-terminus where
heparin normally binds.

Observation of the effects of [DP8(SO3)12] binding to
MCP‑1 led us to examine the effects that differing sulfation
patterns have on overall MCP‑1−heparin octasaccharide
complex conformation. In a previous study, we showed that
different sulfation patterns on heparin octasaccharide isomers
induce changes in their overall conformation, and these isomers
could be individually separated and analyzed using IMMS
analysis.45 Despite the differences in ATDs observed for
different heparin octasaccharide sulfation patterns, when bound
to MCP‑1, the ATDs of N-desulfated ([DP8(1)]), 2,O-
desulfated ([DP8(2)]), and 6,O-desulfated ([DP8(3)])
octasaccharides (Figure 3) bound to the dimer showed little
variance in both arrival times and ion population areas (Table
S1, Figure S2). Selective sulfation removal from heparin
octasaccharides seems to have minimal impact on overall
conformation for the (MCP‑1)2−heparin octasaccharide
complexes. Unlike [DP8(SO3)12], the differently modified
sulfated heparin octasaccharides did not favor the formation
of the compact structure (Table S1, Figure S2). This
observation demonstrates the specificity of the compact
structure and its formation under conditions when MCP‑1 is
a dimer and heparin displays a high degree of sulfation.
Previous research has reported that charge state distributions of
proteins and protein complexes depend on the protein surface
area in an ESI system.60 The observation of similar CCSs of
free (MCP‑1)2 and (MCP‑1)−heparin octasaccharide com-
plexes was shown to be consistent with the same charge state
distribution.
We then measured CCSs for each of the two IM populations.

The two CCSs for the 9+ charge state (MCP‑1)2 were 1811
and 1876 Å2 (Table S1). These experimental CCSs were
compared to the PA and EHSS theoretically derived values of
1770 and 2226 Å2, respectively. The experimental values lie
between the two models of theory as previously observed by us
and other.16,47 However, given that PA can significantly
underestimate CCS measurements, we employed the accurate
trajectory (TJM) and PSA method30−32 as well and obtained
theoretical values of 2087 (PSA) and 2245 Å2 (TJM). Clearly
these values are much larger than the experimental values and
outside the previously calculated theoretical values obtained
using PA and EHSS methods. Consequently, we performed
short gas-phase MD calculations and were able to provide a
refined model of the NMR structure (Figure 4). The new
resulting theoretical CCSs were determined to be 1853 (TJM)
and 1821 Å2 (PSA), values now in very close agreement with
the experimental CCS (Table S2). The refined MCP‑1

Figure 2. Arrival time distributions for (MCP‑1)2 and
[(MCP‑1)2:DP8(SO3)12] at the 9+ charge state. The arrival times
are recorded in milliseconds. The arrival times were obtained from
three individual measurements with a standard deviation of ±0.06 ms.

Table 1. Ion Population Area of [(MCP‑1)2:DP8(SO3)12] at
the 9+ Charge State in Ion Mobility Spectraa

area (%)

α (compact
conformation)

β (extended
conformation)

(MCP‑1)2 39.29 ± 0.4 60.71 ± 0.5
(MCP‑1)2:DP8(SO3)12 61.33 ± 0.5 38.67 ± 0.5

aThe data are from three individual measurements.

Figure 3. Heparin octasaccharide structures.
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structure retains the dimer topology of the NMR structure,
which further corroborates that the MCP‑1 dimer is stable
within the gas phase. Furthermore, we note that IMMS is able
to reveal the co-existence of two distinct conformations for
(MCP‑1)2 in a steady state, an observation that traditional
methods have thus far been unable to provide. The exact
structure of the second (MCP‑1)2 with a CCS of 1876 Å2 is
currently under investigation and will be discussed in a
forthcoming paper. The CCSs measured for (MCP‑1)2
bound to heparin octasaccharides of varying degree of sulfation
showed negligible differences in their CCS of 1830−1880 Å2,
compared to the (MCP‑1)2 alone (Table S1).
Comparison between MCP‑1 (CC Chemokine) and

IL‑8 (CXC Chemokine). Having characterized the protein−
carbohydrate interaction between MCP‑1 (a CC chemokine)
and heparin octasaccharide GAGs, we next investigated this
same interaction with IL‑8 (a CXC chemokine). Structures
obtained by X-ray and NMR analysis (Figure 4) show distinct
differences between CC and CXC dimers; thus, we postulated
that GAG binding also would likely exhibit unique differences
between MCP‑1 and IL‑8. IL‑8 belongs to the subfamily of
CXC chemokines classified as (ELR)+.61,62 (ELR)+ CXC
chemokines are known to be fast responding chemokines to
conditions of inflammation,62 and thus, there is speculation
whether a mechanism for this fast acting response may be
deduced from certain structurally salient features ascertained
from our analysis. Since GAG binding to MCP‑1 results in
physiological activity, we next bound IL‑8 to GAG and
compared and contrasted this interaction with that for MCP‑1.
IMMS of IL‑8 revealed a dimer in the 8+ and 9+ charge

states and a monomer in the 4+, 5+, and 6+ charge states
(Figure 5a). Similar to MCP‑1, the existence of monomer and
dimer is in agreement with that observed in solution.42,63 As
was the case with the MCP‑1 dimer, [DP8(1)] bound to the
dimeric form of IL‑8 (Figure 5b and Figure S3).37,64 The ATDs
of (IL‑8)2 and (IL‑8)2:[DP8(1)] revealed CCSs of 1710 and
1860 Å, respectively. PSA cross sections computed for the
refined NMR structures of (IL‑8)2 (σPSA(T) = 1675 Å2) are in
close agreement with the experiment (Figure 4).30 These
observed CCSs for the CXC chemokine differed dramatically
from that for the CC chemokine (Figure 6). IMMS results
show that the prototype CXC dimer (IL‑8)2 takes on a more
compact dimer fold than the archetype CC dimer (MCP‑1)2.
Our observation thus is in agreement with previous structural
studies showing the closer orientation of the two α-helices for
(IL‑8)2 than that for (MCP‑1)2

63,65 (Figure 4).
As with (IL‑8)2, we observed a single conformation for the

(IL‑8)2:[DP8(1)] complex with a CCS of 1860 Å2. This is in

Figure 4. 3D structures and PSA collision cross sections for NMR and
refined structures of (MCP‑1)2 (top) and (IL‑8)2 (bottom). The PDB
files are from the RCSB PDB database.

Figure 5. Mass spectra of (a) 20 μM IL‑8 and (b) 20 μM IL‑8:
[DP8(1)] complexes dissolved in 100 mM NH4OAc, pH 6.8. IL‑8 and
(IL‑8)2 denote a monomeric and a dimeric form, respectively.
[DP8(1)] is represented as a N-desulfated heparin octasaccharide
(see Figure 3 for structure).

Figure 6. Arrival time distributions for (a) (MCP‑1)2 and (IL‑8)2 and
(b) [(MCP‑1)2:DP8(1)] and/or [(IL‑8)2:DP8(1)] at the 9+ charge
state. Collision cross sections were obtained from three individual
measurements with a standard deviation of ±1.6 to ±2.5. [DP8(1)] is
represented as a N-desulfated heparin octasaccharide.
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contrast to the two conformations observed for the (MCP‑1)2:
[DP8(1)] complex. The innate flexibility of (MCP‑1)2’s N-
terminus versus IL‑8’s rigidity may explain the single
conformation observed for (IL‑8)2.

44,63 Regardless of the
structural differences between (MCP‑1)2 and (IL‑8)2, we
have shown the significant utility of resolving these conforma-
tional differences using IMMS. There is little structural
information within the scientific literature regarding
(MCP‑1)2−heparin complexes, and the data provided here
constitute the first report showing different structural specificity
for GAG binding to CC vs CXC chemokines.
Tandem Mass Spectrometry Analysis of MCP‑1

Dimer−Heparin Octasaccharide Complexes. In order to
further characterize the subpopulations observed for the
(MCP‑1)2−heparin octasaccharide complexes, collision-in-
duced dissociation (CID) was employed for the 9+ precursor
ions. Individual ion populations were separated in the IM cell
with subsequent diagnostic fragment ions of each analyzed in
the transfer cell. Isolated (MCP‑1)2 ions for both compact and
extended conformations were completely dissociated into 3+,
4+, 5+ and 6+ monomers (Figure 7a). Tandem mass
spectrometry (MS/MS) of the (MCP‑1)2:[DP8(SO3)12]

9+

(Figure 7b) and (MCP‑1)2:[DP8(1)]
9+ (Figure 8a) were

performed under the same collision energy of 50 V for both
the extended and compact conformations for each of the two
complexes. Loss of SO3 appears prevalent only for extended
conformations and is nonexistent for the compact structure.

[DP8(SO3)12] additionally prevents the dissociation of the
(MCP‑1)2 into its monomeric form which is in contrast to that
observed with [DP8(1)] binding (Figures 7b and 8a). This
suggests that [DP8(SO3)12] binds with tight affinity to one of
the (MCP‑1)2 isoforms yielding a very stable compact
conformation that both maintains the (MCP‑1)2 and protects
against SO3 loss within the transfer cell. For either the extended
or compact conformation, the binding of [DP8(SO3)12] to the
(MCP‑1)2 protects the (MCP‑1)2 from dissociating into its
monomeric subunits thus maintaining the biologically active
dimer. In addition to [DP8(SO3)12] and [DP8(1)], we
investigated two other modified heparin octasaccharides and
their interaction with MCP‑1. The 2,O-desulfated ([DP8(2)])
and 6,O-desulfated ([DP8(3)]) species were each non-
covalently bound to (MCP‑1)2 followed by CID analysis.
The data demonstrate that the fragmentation patterns were
similar to that of (MCP‑1)2:[DP8(1)] and independent of
sulfation pattern (Figure S4). Collectively, these results
highlight the importance of sulfation in maintaining the
GAG−chemokine structure, as only the [DP8(SO3)12]
preserves its structure under CID. Our analysis illustrates that
the location of sulfates on the GAG does not adversely
influence the GAG−chemokine structure; rather, the absence of
sulfation proves detrimental to maintaining the integrity of the
complex.

Figure 7. MS/MS spectra of (a) 20 μM [(MPC‑1)2]
9+ and (b) 20 μM

[(MCP‑1)2:DP8(SO3)12]
9+. The precursor ions are subject to 50 V

collision energy in the transfer cell.

Figure 8. MS/MS spectra of (a) 20 μM [(MCP‑1)2:DP8(1)]
9+ and

(b) [(IL‑8)2:DP8(1)]
9+. The precursor ion is subject to 50 V collision

energy in the transfer cell.
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We next collisionally activated (IL‑8)2 and (IL‑8)2:[DP8(1)].
Isolated [(IL‑8)2]

9+ was completely dissociated into 3+, 4+, 5+,
and 6+ monomers (Figure S5). MS/MS of the (IL‑8)2:
[DP8(1)] ion in the 9+ charge state resulted in a IL‑8
monomer (IL‑8) in the 5+ and 6+ charge states, and (IL‑8):
[DP8(1)] in the 3+ and 4+ charge states (Figure 8b). Clearly,
(IL‑8)2:[DP8(1)] dissociates into its monomers with no SO3
loss, whereas (MCP‑1)2:[DP8(1)] was retained at the expense
of SO3 removal thus highlighting the different affinity of GAG
to CXC and CC chemokines. Regarding the binding
interactions, previous reports have shown possible conforma-
tions of the chemokine−GAG complexes in which the GAG is
positioned either parallel or perpendicular relative to the helical
axis of the chemokine dimer.43,64,66,67 Our analysis via MS/MS
for (IL‑8)2:[DP8(1)] suggests that [DP8(1)] binds firmly and
parallel to the outside of one of the (IL‑8)2 helices, resulting in
production of (IL‑8):[DP8(1)] and an IL‑8 monomer during
CID.
In contrast to (IL‑8)2, [DP8(1)] likely straddles (MCP‑1)2 in

a horseshoe-like manner64,68 at the dimer interface (Figure 8),
thus preventing dissociation of the (MCP‑1)2 into its
monomeric form. This horseshoe-like binding of [DP8(1)] to
(MCP‑1)2 may be a unique feature of CC chemokines. Unlike
the CC chemokine (MCP‑1)2, the CXC chemokine (IL‑8)2
presents as only one conformation with or without GAG
binding. Thus, the observation of two conformations of
(MCP‑1)2 and only one for the (IL‑8)2 suggests a more
unique or rigid specificity for GAG binding in the case of the
CXC chemokine. Additionally, dissociation of the CXC
chemokine−GAG complex shows retention of the GAG on
one of the monomers and no SO3 loss. This is in contrast to the
CC chemokine−GAG complex, which results in SO3 loss from
the GAG and subsequent production of a monomer.
The degree of GAG sulfation, its sulfation pattern, and its

interaction to chemokine likely influence the overall biological
activity of the chemokine−GAG complex.69,70 Thus, under
instances prior to inflammation, in a highly dynamic milieu of
chemokines and their respective GAG binding partners, CXC
chemokines may exist as monomers bound to appropriately
sulfated GAGs and would become biologically active simply by
binding to another CXC chemokine under inflammatory
conditions.71 However, CC chemokines may be bound to
inappropriately sulfated GAGs and/or may exist as free
monomers, thus necessitating multiple binding steps to attain
physiological relevance under conditions of inflammation.
These extra binding steps may be absent from CXC
chemokines and thus present a novel hypothesis for the rapid
response of the (ELR)+ CXC chemokine IL‑8 under instances
of inflammation.62

■ CONCLUSION
We have characterized the structural interaction of MCP‑1
((MCP‑1)2) and IL‑8 dimers ((IL‑8)2) with and without
heparin octasaccharides using ion mobility mass spectrometric
analysis and tandem mass spectrometry. We have shown that
the CCSs of (MCP‑1)2 and (IL‑8)2 are in agreement with
theoretical CCSs calculated from projected superposition
approximation. Our studies demonstrate that (MCP‑1)2 adopts
a more compact structure when bound to dodecasulfated
heparin octasaccharides. With MS/MS analysis, we have shown
that heparin octasaccharide prevents (MCP‑1)2 dissociation but
not (IL‑8)2 dissociation. This latter finding further supports the
notion of specific and different patterns for (MCP‑1)2 versus

(IL‑8)2 binding to heparin octasaccharides. The conformational
characterization of MCP‑1 and IL‑8−heparin octasaccharide
complexes will likely also lead to a better understanding of their
structure−function relationships.
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